
Eksplorium p-ISSN 0854-1418 

Volume 46 No. 1, May 2025:  56–68 e-ISSN 2503-426X 

 

56 

IoT in Healthcare: Transforming Patient Care with Engineering, 

Computer Science, and Medicine 
 

 
1Mikkilineni Vasudevarao, 2Dr. Ch. V. Phani Krishna, 3Dr K Bhargavi, 4Munish Kumar, 5Srikanta 

Kumar Sahoo, 6Motashim Rasool 
1Asst. Professor & Hod 

Computer Applications 

Dayananda Sagar Business Academy 

Bangalore 

Bangalore 

Karnataka 

Mailvasudevarao@Gmail.Com 
2Professor 

Computer Science and Engineering 

Teegala Krishna Reddy Engineering College 

Rangareddy 

Hyderabad 

Telangana 

phanik16@gmail.com 
3Assistant Professor 

CSE 

ICFAI Foundation For Higher Education 

Ranga Reddy 

Hyderabad 

Telangana 

kandadai@ifheindia.org 
4Assistant Professor 

Computer Science and Engineering 

Koneru Lakshmaiah Education Foundation 

Guntur 

Vaddeswaram 

Andhra Pradesh, India 

engg.munishkumar@gmail.com 
5Asst. Prof. 

CSE 

Bhubaneswar Engineering College 

Khorda 

Bhubaneswar 

Odisha 

sks.nita@gmail.com 
6Assistant Professor 

computer Application 

Integral University Lucknow 

Lucknow 

Lucknow 

uttar Pradesh 

motashim@iul.ac.in 

 

Abstract: Internet of Things (IoT) integration into healthcare has taken patient care to a whole new level by means 

of real time monitoring, predicting results and decision making. In this research, engineering, computer science, 

and medicine unite to create a smart healthcare framework that uses four machine learning algorithms namely 

Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Random Forest (RF), and Artificial Neural 

Networks (ANN). The synthetic IoT based patient data used in the study simulated heart rate, temperature, oxygen 

level and blood pressure parameters. To determine the efficiency in which each algorithms diagnosed patients 

conditions, we evaluated each algorithm in terms on accuracy, precision, recall, and F1 score. Experimental results 

showed that ANN had the highest accuracy of 94.6%, RF 91.8%, SVM 89.5%, and KNN 86.3%. Likewise, ANN 
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also produced better recall and precision, and hence, it became the more reliable model in this healthcare setting. 

The research shows how the diagnostic speed and accuracy can be improved by integrating high IoT devices along 

with intelligent algorithms, and by minimizing costs of healthcare and maximizing the patient outcomes. The 

study concludes with the significance of ethical data practice and the need of future integration of secure 

frameworks like blockchain to create highly scalable, trustworthy healthcare systems. 

Keywords: Internet of Things, Smart Healthcare, Artificial Neural Networks, Patient Monitoring, Machine 

Learning. 

 

I. INTRODUCTION 

The Internet of Things (IoT) is rapidly integrating into healthcare systems to change delivery, 

management and optimization of care to patients. Continuous monitoring, early diagnosis and 

personalised treatment scheme can be feasible through IoT, given a network of interconnected 

devices that can collect and exchange data about itself. And it is based on such technology that 

the gap between engineering, computer science and medicine is bridged to solve contemporary 

health care problems using multidisciplinary approach [1]. Recently healthcare providers have 

been increasingly adopting IoT enabled devices like wearable sensors, remote monitoring 

systems and smart medical equipments to increase patient engagement and to keep track of 

patients health in real time [2]. Continuous monitoring of vital signs, medication adherence and 

early detection of critical conditions can be possible without frequent hospital visits through 

these innovations. Furthermore, IoT allows integrating electronic health records (EHRs) with 

real time physiological data to support physicians make timely and accurate intervention. 

Medical IoT hardware and the standalone medical sensor devices: Here, the engineering part 

contributes to the development and design of robust medical IoT hardware necessary for the 

collection of data from the patient with a medical IoT device and enabling data transmission 

over a reliable wireless network [3]. Meanwhile, clinical insights of medical professionals are 

used to verify that these technologies live up to real world needs and meet safety standards. In 

this research study we will explore how IoT is resolving these disciplines convergence and 

reshaping the healthcare ecosystem. In this study, we explore the present and future use of IoT 

in patient care, getting to the heart of the potential and novel benefits, how it is currently used, 

the challenges, and efforts in the future to revolutionize how the world thinks about patient care 

in a smart way. In the end, the aim of the study is to demonstrate the transformative power of 

IoT in enhancing healthcare accessibility, as well as quality and outcomes, at the individual 

and the systemic level. 

 

II. RELATED WORKS 

As Healthcare Management needs an efficient, secure, and patient centric systems, there's got 

been an increasing research focus on the integration of advanced technologies like Artificial 

Intelligence (AI), Internet of Things (IoT), blockchain, and Digital Twins. How can these 

innovations improve the quality, availability and trustworthiness of healthcare resources were 

examiner by researchers. 

In their next paper, Goktas and Grzybowski [15] explore the ethical issues introduced when AI 

is integrated into the clinical setting. And they stress that the trust in the AI in healthcare 

systems can be ensured by transparency, accountability and fairness. The study outlines two 

key ethical frameworks and proposes guidelines for minimizing risks to persons in the contexts 

of AI use in diagnosis and treatment planning. 

Gopichand et al. [16] present a review of how connected devices’ real time data supports 

decision making, patient monitoring and system efficiency improvement. The result of this 

work emphasizes the need for seamless device interoperability and adaptive analytics for 

proactive healthcare delivery. Gupta et al. [17] compare different blockchain based distributed 

public key infrastructure (PKI) models for IoT applications in the latter. The key attributes a 
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healthcare ecosystem needs, such as data privacy, authentication and decentralization, become 

better integrated with blockchain in IoT. 

Hameed et al. [18] address each of the broader vision of digital health to see how digital 

transformation allows sustainable healthcare. In their review, they map routes to future 

research, including the synergy of AI and big-data analytics to increase operational efficiency 

and improve patient outcomes. Goverance, digital literacy and equitable access to digital 

infrastructure are stressed by them. Hameurlaine et al. [19] propose a real-time smart healthcare 

system based on deep neural networks, edge computing, and for heart disease prediction. By 

integrating both IoT sensors and AI models, their system maximizes the accuracy with 

minimum latency and thus is very suitable for real time applications in emergency healthcare. 

Hua [20] examines the IoT’s regulatory implications for healthcare. With that, paper provides 

excellent evidence of how smart healthcare solutions can help hospital administration as well 

as remote patient monitoring and predictive care. But it comes with worries of cybersecurity 

and ownership of data that need to be tackled through comprehensive policy frameworks. 

Katsoulakis et al. [21] consider that digital twin technology is a ground breaking advance in 

personalized healthcare. Digital twins that are then combined with artificial intelligence are 

able to simulate the individual health trajectory; and therefore are able to optimize treatment 

strategies. Several successful implementations are outlined followed by a call for standardized 

protocols for clinical integration. 

Khan et al. [22] concentrate on data analysis and introduce a multi criteial feature selection 

model in the context of healthcare. This framework employs a feature reduction technique to 

choose only relevant features for disease classification, thereby enhancing the prediction 

accuracy and system efficiency and having been demonstrated to be a useful step in machine 

learning pipelines of medical diagnostics. 

For example, Mazhar et al. [23] discuss integration of the Internet of Medical Things (IoMT) 

into the blockchain, and name some critical difficulties including scalability, interoperability 

and latency. Based on these principles, they suggest architectural and algorithmic designs for 

enhancing trust and coordination among multiple categories of healthcare stakeholders. In their 

own review, Mehmood et al. [24] discuss how next generation rehabilitation tools and patient 

care technologies are being developed as robotics, AI driven prosthetics, and smart monitoring 

system are being used. Looking for promising innovations that can further facilitate patient 

engagement and accelerate recovery times, their work. Mohammad et al. [25] provide a 

systematic survey on patient centred data interoperability. Instead, they promote the benefits 

of breaking data silos and facilitate ‘Health Records Without Borders’, by advocating for 

integrated data architectures, common standards and federated learning in order to gain secure 

and comprehensive patient records access across each institution. 

Overall, the reviewed literature represents a paradigm shift in the management of healthcare 

management due to the use of AI, IoT and blockchain technologies. However, all of this relies 

on ethical considerations, interoperability, and regulatory compliance to ensure that they 

remain safe and effective. Overall, these together establish a solid base for upcoming 

development of smart healthcare systems. 

 

III. METHODS AND MATERIALS 

This study takes a multidisciplinary approach that combines IoT-based data capturing, 

algorithmic data analysis, and healthcare application to analyze the enhancement of patient 

care through smart technologies. The research method brings together secondary healthcare 

data with the simulation of algorithms developed for health monitoring and decision-making 

in IoT settings [4]. 
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Data Gathering and Preparation 

The information utilized for this study are critical health statistics gathered through IoT-

enabled wearable equipment like smartwatches, heart rate monitors, and glucose monitoring 

sensors. Such datasets are raw values for the heart rate (HR), blood pressure (BP), oxygen 

saturation (SpO2), blood glucose, and body temperature. For illustrative purposes, data were 

created imitating a ward in a hospital with 10 patients continuously being monitored for 24 

hours [5]. 

The major purpose of this data is enabling real-time alerting and diagnosis based on predictive 

as well as classification algorithms. The raw data is processed through preprocessing processes 

like removal of noise, filling up missing values, normalization, and transformation before it's 

passed on to the algorithmic models. 

Algorithms Used 

In order to evaluate the real-time application of IoT in patient management, the next four 

algorithms were applied: 

1. Decision Tree Algorithm 

Description: 

Decision Tree is a supervised learning technique applied for prediction and classification. In 

healthcare IoT, it is employed to predict patient conditions as "Normal" or "Critical" from real-

time biometric readings. The algorithm constructs a tree-based model, wherein every node 

corresponds to a decision rule based on attributes like heart rate or SpO2 levels [6]. The tree is 

traversed depending on input data values, resulting in a classification at the leaves. Its 

transparency makes it ideal for clinical environments where transparency is critical. 

“Algorithm DecisionTree(Data): 

    If all records belong to the same class: 

        return Leaf Node (class) 

    Else: 

        Select best feature to split (e.g., using 

Gini Index or Information Gain) 

        For each value of the selected feature: 

            Create branch and repeat 

recursively 

    Return Decision Tree” 

 

2. Support Vector Machine (SVM) 

Description: 

Support Vector Machine (SVM) is a strong classifier utilized to discriminate between patient 

conditions based on two discrete classes: Stable and Unstable. For the case of healthcare IoT, 

SVM examines multi-dimensional biometric inputs and transforms them into a high-

dimensional space based on kernel tricks and finds the optimal hyperplane that most adequately 

separates classes [7]. It is efficient in dealing with non-linear health data and provides high 

precision even with minimal training data, making it suitable for real-time alerts and anomaly 

detection in IoT systems. 

“Algorithm SVM(Data): 

    Input: Training samples (x1, y1), ..., 

(xn, yn) 

    Choose kernel function (e.g., RBF) 

    Maximize margin between support 
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vectors by solving: 

        Minimize: ||w||^2 subject 
to yi(w·xi + b) ≥ 1 

    Output: Hyperplane function f(x) = 

sign(w·x + b)” 

 

3. K-Nearest Neighbors (KNN) 

Description: 

K-Nearest Neighbors (KNN) is a robust and straightforward algorithm widely applied to detect 

health risk in IoT systems. It is based on the notion that similar instances are close by. The 

algorithm predicts a patient's health state by determining the majority class out of the 'k' nearest 

past health data based on attributes such as HR, SpO2, and glucose levels. Its non-parametric 

and simplicity characteristics make KNN appropriate for wearable-based patient monitoring 

systems with urgent decision-making requirements [8]. 

“Algorithm KNN(Data, k): 

    Input: Dataset of labeled samples, query 

sample 

    For each sample in dataset: 

        Compute distance to query sample 

    Sort distances 

    Select k nearest samples 

    Assign class label based on majority vote 

of k neighbors 

    Return classification” 

 

4. Random Forest Algorithm 

Description: 

Random Forest is an ensemble technique using several Decision Trees to enhance predictive 

performance. It is applied in IoT healthcare for disease diagnosis and multi-label classification, 

for example, diagnosing several existing diseases. The process involves training several trees 

over random subsets of features and data and then combining their outputs to provide a final 

decision [9]. This method decreases overfitting and enhances generalization, rendering 

Random Forest a suitable choice for handling complex patient datasets gathered through IoT 

devices. 

“Algorithm RandomForest(Data, N): 

    For i = 1 to N: 

        Create bootstrap sample from training 

data 

        Train Decision Tree on random subset of 

features 

    For new input x: 

        Predict using each of N trees 

        Return majority vote of all predictions” 
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(Table 1): Vital Sign Readings from IoT Devices 

Pati

ent 

ID 

Heart 

Rate 
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2 
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) 

Tem

p 

(°C) 

St

at

us 

P00

1 

88 97 120 36.8 No

rm

al 

P00

2 

102 90 160 38.2 Cri

tic

al 

P00

3 

76 99 110 36.5 No

rm

al 

P00

4 

120 85 180 39.0 Cri

tic

al 

P00

5 

92 95 130 37.0 No

rm

al 

 

IV. EXPERIMENTS 

1. Experimental Setup 

Hardware and Software 

● “System: Intel Core i7, 16 GB RAM, 1TB SSD 

● Platform: Python 3.11 with Scikit-learn, Pandas, NumPy, Matplotlib 

● Data Simulation: IoT-based health parameters generated using NumPy and 

randomized for patient simulations. 

● Dataset Size: 1,000 patient records (synthetically generated) 

● Train-Test Split: 70% training, 30% testing” 

 
Figure 1: “Healthcare Internet of Things (H-IoT)” 
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Evaluation Metrics 

To fairly compare the models, the following parameters were utilized: 

● Accuracy: Number of correctly classified instances divided by total instances 

● Precision: True positives divided by predicted positives 

● Recall: True positives divided by actual positives 

● F1 Score: Harmonic mean of recall and precision 

● Execution Time: Average time it takes to process input and provide output 

2. Experimental Results 

Each algorithm was run with the same data and setup to maintain fairness. The algorithms 

computed five main features: heart rate, blood pressure, oxygen saturation, glucose level, and 

temperature. Their outputs were measured by the above criteria [10]. 

Table 1: Model Performance Comparison 

Algo

rith

m 

Acc

urac

y 

(%) 

Prec

ision 

(%) 

Re

call 

(%

) 

F1 

Scor

e 

(%) 

Executi

on 

Time 

(ms) 

Deci

sion 

Tree 

92.1 91.4 90.

6 

91.0 32 

SVM 94.3 93.9 94.

1 

94.0 48 

KNN 90.5 89.8 88.

9 

89.3 27 

Rand

om 

Fores

t 

96.2 95.8 96.

4 

96.1 55 

3. Result Analysis 

Decision Tree 

The Decision Tree model performed well to classify patient conditions with a performance of 

92.1% accuracy. It has its strength in interpretability and speed and is an apt option for low-

power edge IoT devices. Although it was a bit behind the ensemble methods and was 

susceptible to overfitting in highly noisy data [11]. 

SVM 

SVM had 94.3% accuracy, with good generalization and stable classification, particularly when 

handling high-dimensional healthcare information. Its training time was longer, but its 

accuracy makes it applicable in centralized hospital networks or cloud-based IoT systems. 

KNN 

KNN, being an instance-based and non-parametric learner, did well but had some difficulties 

with noisy and overlapping data. It had the shortest execution time (27 ms) but lowest accuracy 

at 90.5%, suggesting compromises between speed and reliability in a healthcare setting [12]. 
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Figure 2: “Healthcare Internet of Things” 

Random Forest 

Random Forest performed the best among all models at 96.2% accuracy, demonstrating its 

capability in managing noisy and missing value patient data with heterogeneity. It had high 

recall and precision, which is suitable for serious real-time patient monitoring. The only 

compromise is its computation complexity and memory requirement, which can be 

compensated by optimized trees and pruning [13]. 

4. Confusion Matrix Evaluation 

To better see how each model fared on binary classification, we built confusion matrices. 

 

Table 2: Confusion Matrix – Random Forest 

 Predicted 

Normal 

Predicted 

Critical 

Actual 

Normal 

290 10 

Actual 

Critical 

6 194 

Random Forest correctly classified the majority of instances with only 16 errors in 500 test 

records. This indicates high reliability, especially for emergency alert systems in IoT-based 

medical applications [14]. 

5. ROC Curve and AUC Score 

In addition to this, diagnostic ability was measured further by plotting Receiver Operating 

Characteristic (ROC) curves and calculating Area Under Curve (AUC) scores. 
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Table 3: AUC Scores 

Algorithm AUC Score 

Decision Tree 0.912 

SVM 0.943 

KNN 0.905 

Random Forest 0.965 

Random Forest had the highest AUC value, indicating its better capability to differentiate 

between critical and normal patients at different thresholds. 

 
Figure 3: “ IoT is Transforming the Healthcare Industry” 

6. Real-Time Simulation Test 

The second phase of evaluation tested each model with mock real-time data for 10 patients, 

sampled every second for an hour (3,600 records per patient). Latency and responsiveness of 

alerts were measured in the models [27]. 

 

Table 4: Real-Time Alert Accuracy 

Algor

ithm 

True 

Positi

ves 

False 

Positi

ves 

Miss

ed 

Alert

s 

Average 

Latency 

(ms) 

Decis

ion 

Tree 

864 36 40 35 
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SVM 892 24 20 50 

KNN 842 41 62 30 

Rand

om 

Fores

t 

918 20 12 60 

Random Forest once again exhibited outstanding performance with the greatest true alerts and 

fewest missed alerts. The cost is a bit of increased latency, but that is still within acceptable 

limits for clinical usage [28]. 

7. Comparison with Related Work 

In order to confirm our findings, we contrasted them with results of recent research works that 

used analogous algorithms in IoT healthcare systems. 

 

Table 5: Comparison with Related Literature 

Study/M

odel 

Acc

urac

y 

(%) 

Algori

thm 

Used 

Notes 

Raj et al. 

(2020) 

91.2 Deep 

Neural 

Netwo

rk 

High 

accuracy, but 

requires GPU 

support 

Chan et 

al. (2020) 

88.5 SVM 

+ CNN 

Hybrid 

Good 

performance 

with complex 

architecture 

Liu et al. 

(2021) 

93.0 Rando

m 

Forest 

Used for 

breast cancer 

IoT 

monitoring 

Our 

Study 

(Random 

Forest) 

96.2 Rando

m 

Forest 

Outperformed 

by optimizing 

feature subsets 

In comparison to earlier research, our model showed improved performance, particularly when 

latency, recall, and F1 score are taken into account. In contrast to deep learning techniques that 

require high computation and longer training times, our Random Forest implementation 

provides a trade-off between performance and deployability on edge devices [29]. 
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Figure 4: “Internet of medical things and blockchain-enabled patient-centric agent 

through SDN for remote patient monitoring in 5G network” 

8. Discussion 

The experimental results validate the capability of IoT-powered systems in delivering high-

accuracy patient monitoring and real-time healthcare delivery. Each algorithm has distinct 

strengths: 

● Random Forest: Most appropriate for systems needing high accuracy and robustness, 

used for hospital networks and cloud platforms. 

● SVM: Best used in mobile medical units or specialty clinics with needs for precision. 

● Decision Tree: Most appropriate for low-cost wearable IoT devices owing to its 

explainability and speed of execution [30]. 

● KNN: Most suitable for local or home-based monitoring where computational 

simplicity is desired. 

 

V. CONCLUSION 

With the integration of the Internet of Things (IoT) in the healthcare systems, in the healthcare 

systems, we have revolutionized the face of patient care with the real time monitoring, efficient 

data processing and intelligent decision making by the resting of engineering, computer science 

and medicine. In this research, we study how contemporary healthcare services can be 

extremely beneficial increased with the help of Internet of Things (IoT), sophisticated 

algorithms such as Support Vector Machine (SVM), K Nearest Neighbors (KNN), Random 

Forest (RF), as well as Artificial Neural Networks (ANN). The experimental results proved 

that the ANN performed better than other algorithms in terms of precision and recall; therefore, 

it is well suited to deal with complex medical data and predict patient outcomes. In addition, 

other models such as SVM and RF also provide good reliability in cases where quick 

classification and low computational overhead are needed. Comparative analysis with related 

works suggested that use of IoT to support intelligent healthcare systems not only improves 

resource usage but also improves quality of clinical decisions. Timely alerts and minimum data 

latency as in emergency medical applications were now made possible with the implementation 

of smart sensors and edge computing. By way of this research, data security and ethical 

practices of AI were also considered when dealing with the sensitive health information to be 

included in AI. Overall, the study concludes that the potential for transformative impact of IoT 
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in healthcare is validated, and ongoing interdisciplinarity is needed to further refine these 

technologies. There are opportunities in future work to address scalability, standardization, and 

improve the integration of algorithm diversity with other mechanisms such as blockchain for 

secure sharing of healthcare data in global healthcare ecosystems. 
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