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In 2024, Autonomous vehicles (AVs) are no longer a thing of the future, they are already navigating our streets, 

transforming the way we think about transportation. With advancements in artificial intelligence and machine 

learning these vehicles promise to enhance road safety, reduce traffic and much more. However, it is crucial to 

explore the various safety issues with AI in autonomous vehicles, understand the risk and whether it is ethical or 

not. 

What exactly makes Autonomous Vehicles “Autonomous”? 

AI algorithms, sensors, and data inputs are all used by autonomous cars to navigate routes and make judgments 

in real time. These vehicles make extensive use of a plethora of technologies such as cameras, radar, lidar (light 

detection and ranging), and sophisticated AI-based decision-making algorithms. For example, lidar scans the 

vehicle’s surroundings to provide a comprehensive 3D model of them, while radar assists in detecting objects at 

a distance. Cameras are used to detect pedestrians, lanes, and traffic signs. 

In order to anticipate traffic patterns, stay clear of obstructions, and abide by traffic laws, the AI algorithms in 

AVs continuously process this sensory data. These jobs are extremely complex, particularly in unexpected 

circumstances where human drivers frequently make snap decisions or rely on intuition. However, AVs have to 

adhere to algorithms that cannot always correctly forecast human behavior, which raises serious questions 

regarding dependability and safety. 

Understanding Autonomous Vehicles 

AI algorithms and advanced sensors are used by autonomous cars to navigate and make choices in real time. To 

sense their surroundings, process information, and drive, these cars use a combination of lidar, radar, and cameras. 

Even while this technology has come a long way, the use of AI raises serious concerns regarding safety, especially 

in situations involving complicated and unpredictable driving. An AV, for instance, has to interpret a range of 

external signals, including traffic signals, road signs, and other drivers’ actions. Any misunderstanding could 

result in hazardous circumstances, emphasizing the necessity of strong AI systems capable of managing the 

complexity of the actual world. 

Theoretical Background  

This section presents recent research on artificial intelligence and its applications in autonomous vehicles. It 

outlines key technological developments, ongoing challenges, and areas of future potential based on comparative 

analysis, surveys, and research publications. 

Current Developments in Artificial Intelligence for Driving Systems and Autonomous Vehicles 

Recent developments, surveys, and practices in artificial intelligence technology for AVs are looked at in this 

section. This emphasizes how crucial AI is for AVs. The integration of autonomous systems and artificial 

intelligence was covered by Khayyam et al. The significance of the various forms of artificial intelligence and the 

specifics of autonomous driving are described. Additionally, in order to solve the high-performance embedded 

system in the autonomous industry, the progress of the industrial revolution through the integration of artificial 

intelligence and IoT is discussed. Considering the technical difficulties of the center, including latency, bandwidth, 

and security, the significance of cloud and edge computing in autonomous infrastructure is also taken into 

consideration. 

An extensive study of artificial intelligence in self-driving cars was carried out by Ma et al. The use of artificial 

intelligence in autonomous vehicles is currently restricted to object recognition and tracking, according to 
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observations. Traffic signs, cars, people, and stationary or movable objects on the road are all included in the 

object. The key obstacles to artificial intelligence for autonomous applications are addressed here, including: 

• Sensor integration and performance problems for AI and autonomous systems 

• Recent advancements and complexities in autonomous and related complex systems 

• Optimization and fine-tuning techniques 

• Hardware issues 

• Opportunities and future research directions related to AI 

Current Research Issues in Autonomous Vehicles 

The current research issues in autonomous vehicles are examined in this section. 

Better driving decision-making is possible with autonomous cars, avoiding alcohol, distraction, exhaustion, and 

the incapacity to make prompt decisions. The ability of the technologies to surpass human decision-making skills 

is linked to all of these elements. Therefore, one of the biggest obstacles for AI-integrated autonomous vehicles 

is the need for technological breakthroughs to prevent mistakes and provide real-time reactions. 

The significance of autonomous vehicle safety and performance indicators has been covered in a number of 

research studies. Sensor error, programming errors, unexpected events and entities, the likelihood of cyberattacks 

and threats, and hardware malfunctions should all be included in these metrics. Future developments depend on 

the creation and evaluation of these indicators in a real-time setting. 

Machine Learning and Artificial Intelligence  

The term artificial intelligence (AI) refers to a variety of technologies that let machines carry out jobs that normally 

call for human intelligence. A branch of artificial intelligence called machine learning (ML) is concerned with 

creating algorithms that let systems learn from data and get better over time. This is especially important for 

driverless cars, because making decisions in real time is essential. 

Important Safety Issues 

System malfunctions and failures: Technical issues like software problems or malfunctioning sensors can affect 

autonomous cars. These mistakes may result in mistakes being made, which may cause accidents. For example, a 

car may behave incorrectly and put passengers and other drivers in danger if it misidentifies an object as a 

pedestrian. 

In one prominent instance, the autopilot system of a Tesla failed to detect a truck crossing the road due to sensor 

confusion induced by the bright sky. These kinds of events highlight the necessity for extremely precise and 

dependable systems that can manage a variety of unforeseen circumstances. 

Analysis of Real-World Incidents: Numerous well-publicized incidents involving self-driving cars have brought 

attention to the dangers of AI technology. The 2018 Uber self-driving car incident, for instance, which took the 

life of a pedestrian, brought up significant questions regarding the trustworthiness of AV systems in real-world 

situations. These kinds of events highlight how important it is to thoroughly test and validate AI algorithms. 

Ethical Dilemmas: There are serious ethical issues with autonomous cars. How an AI system should decide in 

life-or-death scenarios is arguably the most controversial issue. Should it put the lives of other cars, pedestrians, 

or even passengers first? 

Take the well-known ethical thought exercise known as the “trolley problem.” How should an autonomous vehicle 

make a decision when it has to select between swerving and perhaps hurting its occupants or colliding with a 

bunch of pedestrians? These choices are not merely hypothetical. For the AI to obey, AV developers must develop 

rules and ethical frameworks, but these choices may differ throughout nations and cultures, making it challenging 

to build global regulations. 

Cybersecurity Vulnerabilities: The risk of cyberattacks increases with the number of autonomous vehicles 

connected to vehicle-to-vehicle (V2V) networks and the Internet of Things (IoT). By taking advantage of flaws 

in the software of the car, hackers might be able to take over an antivirus program, which could have disastrous 



Eksplorium    p-ISSN 0854-1418 

Volume 46 No. 2, June 2025:  981–984 e-ISSN 2503-426X 

 
983 

 

results. If a cyberattack on a car’s brakes or navigation system is effective, it might cause accidents or, worse, be 

used as a terrorist tool. 

Cybersecurity procedures need to be carefully created, examined, and put into place in order to mitigate these 

threats. This entails setting up safe channels of communication between the car’s control systems, other networks, 

such as traffic management systems, and the vehicle itself.Ways to Overcome this Problem 

Redundant Systems: Creating redundant systems is one method to increase AV safety. In the event that the AI 

runs into a situation it cannot manage, these fallback systems serve as failsafes. For example, the backup AI 

system may enable human involvement or transition to a safer mode of operation in the event that the primary AI 

system malfunctions or encounters uncertainty. These devices are essential for preventing passengers’ and other 

road users’ safety from being immediately affected by technical difficulties. 

Improved AI Algorithms: Developers must constantly improve their algorithms in order to boost the precision 

and dependability of AI in AVs. This entails enhancing the AI’s capacity to interpret sensor data and make more 

precise predictions about actual events. By exposing AVs to a variety of driving scenarios, machine learning 

approaches can assist in training them to manage environments that are becoming more complex. 

Rigorous Testing: Governments and regulatory agencies are essential to ensuring the security of self-driving cars. 

To confirm the safety of AV systems in a range of driving scenarios, including diverse weather, urban 

environments, and traffic circumstances, rigorous testing procedures must be put in place. In order to handle the 

particular difficulties presented by AVs, laws and regulations should also change. This includes establishing 

requirements for performance, testing, and liability in the event of an accident. 

The Future of Autonomous Vehicles 

How well we resolve current safety issues will determine how autonomous vehicles develop in the future. To 

increase the dependability of AI systems, research and development must continue. A safe and responsible AV 

landscape will also be shaped by encouraging cooperation between the public, regulatory agencies, and technology 

innovators. 

Vehicle-to-everything (V2X) communication may improve as technology develops, enabling AVs to 

communicate with infrastructure, other vehicles, and even pedestrians. This connectivity has the potential to 

increase overall traffic safety and situational awareness. All road users may eventually benefit from improved 

traffic flow and less congestion brought about by the integration of AI with smart city infrastructure. 

The Role of Human-AI Collaboration in Autonomous Vehicles 

While fully autonomous vehicles aim to minimize human involvement, the reality is that AI and human drivers 

will likely need to coexist for years to come. The transition 

from human-driven to fully autonomous transportation requires a hybrid approach that integrates both AI 

capabilities and human oversight. 

Levels of Automation and Human Dependence 

The Society of Automotive Engineers (SAE) defines six levels of vehicle automation, from Level 0 (no 

automation) to Level 5 (full automation). Currently, most AVs operate at Levels 2 and 3, where driver supervision 

is still necessary. At these levels, human drivers must intervene when the system encounters uncertainty, such as 

ambiguous road markings or unpredictable pedestrian behavior. 

Human Oversight and Intervention 

One of the main safety concerns with AI-driven vehicles is their inability to handle novel situations as effectively 

as humans. To address this, some AV systems incorporate remote human operators who can take control in 

complex scenarios. This human-AI collaboration model is particularly useful for delivery robots, autonomous 

trucks, and rideshare AVs that may require occasional human assistance. 

Another approach is semi-autonomous driving, where AI assists the human driver rather than replacing them 

entirely. Tesla’s Autopilot and GM’s Super Cruise, for example, use driver monitoring systems to ensure human 
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drivers remain engaged. However, over-reliance on these systems has led to incidents where drivers fail to 

intervene in critical moments, raising concerns about human complacency. 

Challenges in Human-AI Interaction 

• Situational Awareness: Human drivers often struggle to regain control quickly when AI disengages. Research 

suggests that reaction times in semi-autonomous vehicles can be slow, especially when the driver is distracted. 

• Trust and Overconfidence: Some drivers may trust AI too much, assuming it can handle all situations perfectly, 

while others may distrust the technology entirely, leading to inconsistent usage. 

• Training and Regulation: If AVs require human intervention, drivers must be trained on when and how to take 

control. Standardized guidelines on human-AI handoff procedures are crucial for preventing accidents. 

Future Prospects for Human-AI Synergy 

As AI technology improves, the need for human intervention will decrease. However, in the near future, strategies 

such as advanced driver-assistance systems (ADAS), augmented reality dashboards, and V2X (vehicle-to-

everything) communication will help bridge the gap between human drivers and AI-driven vehicles. 

Ultimately, a phased approach where AI gradually takes over complex tasks while keeping human oversight as a 

fallback mechanism may be the safest path toward widespread AV adoption. 

Conclusion 

Although autonomous vehicles are a technological leap forward in transportation and mobility, their safe and 

proper deployment are highly dependent on the strengths and limitations of artificial intelligence. Foremost among 

their considerations is system breakdown, cybersecurity vulnerabilities, ethical dilemmas, and complexity of 

human-AI collaboration. Although many advances have been seen in sensor technology, algorithms, and machine 

learning, much remains lacking in performance and robustness under real working conditions. 

 

For AVs to become mainstream, intensified testing, open regulatory frameworks, and continuous human oversight 

must continue to be at the forefront. Ultimately, the autonomous transport future will hinge not only on 

technological progress but also on public trust, ethical integrity, and global cooperation. 
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